2270 J. Phys. Chem. R003,107,2270-2276
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A dipole interaction model (IM) for calculating the molecular second hyperpolarizahilityf aliphatic and
aromatic molecules has been investigated. The model has been parametrized from quantum chemical
calculations ofy at the self-consistent field (SCF) level of theory for 72 molecules. The model consists of
three parameters for each element p: an atomic polarizability, an atomic second hyperpolarizability, and an
atomic parameterp, describing the width of the atomic charge distribution. Tigparameters are used for
modeling the damping of the interatomic interactions. Parameters for elements H, C, N, O, F, and CI were
determined, and typical differences between the moleculderived from quantum chemical calculations

and from the IM are below 30% and on average around 10%. As a preliminary test, the dipole interaction
model was applied to the following molecular systems not included in the training set: the urea molecule,
linear chains of urea molecules, angy,.d~or these molecules deviations of the IM result for the molecular

y from the corresponding SCF value were at most around 30% for the individual components, which in all
cases is a better performance than obtained with semiempirical methods.

. Introduction Heeger modet!“2 which has been applied to descrilpeof
; 4 49
The current development of carbon-based functional materialsCOWUg&lted polymers; fullerenes’? and carbon nanotubés.

holding a potential for future applications in electronics and It is of fundamental importance to seek suitable representa-
photonics has sparked a revolution in materials sciéfdmn tions of the molecular electronic structure. A successful
important prospect is the utilization of the intensity dependence representation of a molecular response property, in terms of,
of the refractive index in all-optical switching devices, an for example, atomic parameters, provides an understanding of
essential element in future information processing technotogy. its behavior in addition to an often computationally attractive
Because the intensity dependence of the refractive index isscheme for extrapolation to large systems. An example is the
governed by the third-order nonlinearity, materials with a large derivation of intermolecular potentials from molecular wave
third-order optical susceptibilityy® (where the molecular  functions, which can be used for molecular dynamics simula-
second hyperpolarizability;, is the corresponding microscopic  tions of liquids and solution®.

property), are suitable candidates for optical switching compo-  considering the isotropic part of the molecular polarizability,

nents!34 These new materials are intended to be designed onij; has been known for a long time that to a good degree it can
a molecular scale and thus a detailed understanding of theirps gescribed by an additive scheme, i.e., a summation of

eleqtronic structure i_s indispensable. Therefqre, it has beeny . <farable atom- or bond-type parameféf2Also, recently,
conjgctured that applied quantum chemlst'ry will pIayacentraI an additive scheme has been used for modeling the static
e o oo et ey PORTEAbIy ensor of orgaic mlecuSé and for te

. gly, v e ga y frequency-dependent polarizability tensor of halogen derivatives
both theoretically and experimentally for a variety of molecular 5 . o

. ! ' 2 . of benzené® To model the anisotropy of the polarizability tensor
systems including conjugated polymérd? near-infrared - o . .

within an additive scheme, however, also the atomic contribu-

dyes?3-25 fullerenes?-35 and nanotube®:37 i h o be t dering th del | tractive d
Sophisticated quantum chemical methods can be applied only 1ons have 1o be tensors, rendering the model 1ess attractive due

on rather small molecules, even though considerable effort hast® the increased number of parameters thus introduced.
been devoted to calculate NLO properties at the SCF level for An alternative model, introduced by Silberstéimnd to a
relatively large molecules such as fullere&sn addition, large extent developed by Applequist and co-worRéSis the
methods based on density-functional theory (DFT) are subject So-called dipole interaction model (IM). In this approach, a set
to problems in the calculation of molecular (hyper)polarizabili- of atomic polarizabilitiese, interact with each other according
ties, although some recent advances have been preséfited. to classical electrostatics in the limit of a vanishing external
Hence, to a large extent modeling optical properties for large electrical field. If the moleculair is modeled by a set of
molecules and molecular clusters is restricted to less sophisti-isotropic atomic polarizabilities, the anisotropy of the molecular

cated methods. An example is the empiricaF-S¢hrieffer- o is introduced by the interatomic interactions. Consequently,
: — the isotropic part of the moleculax to a large degree can be
* Corresponding author. E-mail: |.jensen@chem.rug.nl. modeled by an additive model for atomic polarizabilities
T Rijksuniversitet Groningen. . . . . . .
* University of Copenhagen. whereas its anisotropy is determined entirely by the geometrical
8 Norwegian University of Science and Technology. arrangement of the atoms. Similarly, because the atomic first
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hyperpolarizability,, is zero for almost all atoms, also the 2 3Rij,ﬁRij,y (Sﬁy
molecularf is entirely determined by the interatomic interac- Ti(j,ﬁy =5 T °3 4
tions%® In fact, the leading term in the IM fof arises from R; R; (4)

atomic dipole-quadrupole hyperpolarizabiliti€8 Considering
the moleculary, the componentggaae @andyaess (0, B =X, Y,
or z) are nonzero for atonf8,and consequently, these compo-
nents may to a large degree be modeled by an additive rftbdel.
To model the moleculap is thus in principle as difficult as
calculating the anisotropies of andy.

Dipole interaction models have been used extensively, in Qo5 = 0045 (5)
particular to model the polarizabiliiz-56 In addition, we have
recently studied the polarizability of carbon nanotu®esgron and the atomig,5°
nitride nanotube& and fullerene cluste®.Examples of other 1
molecular properties studied by the IM include optical rota- ==y
tion,70.71 Rarr)na?] scatteringp ab}s/orptiori4v75 circularpdichro- Viewro = 3700y + OuyOpo + 0pyO0s) ©)
ism,677 and hyperpolarizabilitie¥’.7879 Generalized dipole
interaction models for electronic polarization have also been
discussed8-&0

R; s is a component of the distance vector &t)ds the distance
between atomsandj. We have not included an atomfdn eq

2 becausef is zero for spherically symmetric particles.
Similarly, the same symmetry properties are assumed for the
atomica,

wheredg is the usual Kroenecker delta function.
Alternatively, if the electric field at each atom is regarded as
an independent variable, the atomic induced dipole moment may

From a computational point of view the IM is very attractive e gypanded in terms of relay tensors in a Taylor expansion
because computational times are many orders of magnitude,gs

smaller than the corresponding quantum chemical methods. The
approximations posed by the IM are at the same level as in N 1N
accurate force field calculations used to derive intermolecular /" =>® @ BT+ —Z%’ O e +
interaction energies, even though interactions within a molecule ] 27
are considered here. N
An important extension of the IM for the molecular polar- _Z’(/’) %i?,aﬂyéEﬁg E);t Efzt—i_ - (7)
izability is the inclusion of a damping term for the interatomic A
interaction$1-82 In particular, the Thole model has been

. ; . is defined as
investigated in detafi®84 and recently a new model for the

where then-atom relay tensors '(3)

e O Ol O

damping was investigated that improved the IM considerébly. 8(n—l)Mgnd
In the present work, we extend this approach to an IM for the aO™ — 1% 8)
moleculary and present some initial applications. Wern®afe- o gpext | pEext
2092 nn
Il. Theory in the limit of vanishing external fields. The molecular induced

dipole momenty", is simply the sum of the atomic induced
dipole moments in eq 7, and if it is furthermore assumed that

ext __

' the external field is homogeneous, i Efy = EZX‘ for all j, we

The molecular response to an external electric fiﬂgﬁ,
may be written in terms of an induced molecular dipole moment

ind
g @S have
ind _ ext | 1 extext | 1 ext—ext—ext ! N 1 N
Mo = 0BT+ SBug BTET + S ey By ECER + ( | = (Z“ @) JEee +£(Z%i(ji)aﬁy)E$xthxt n
1 D] ’ L, Y
1 N
wherea is the molecular polarizabilitygs, is the molecular E;( B g ) ESESET + .. (9)
Kl

first hyperpolarizability, andy.s,s is the molecular second
hyperpolarizability with ¢, 3, v, 6) designating Cartesian .
coordinates. In eq 1 and elsewhere in this paper, the EinsteinBY comparison of €as 1 ."’F”d 9, the molecular (hyper)-
summation convention for repeated indices is employed. For apol(%nzabmtles may be identified. The two-atom relay tensor,
set ofN atom-like interacting particles, we may write the induced % ij 5> May be obtained from the regular approach for a dipole

atomic dipole moment"® as interaction model for the molecular polarizability as
1,00
N
i 1 72 — @ 7@
e = O ogBi 5 Vi BB @ Dian = Gy O30+ D Tigo Gigo) - (10)
&

where a;qp is the polarizability andyiss is the second ~ Which in supermatrix notation is cast ifit6?
hyperpolarizability of atom. The total electric field at ator @ 1 —@n-1
Ei% is given by the external field and the electric fields from W= =T (11)

all other atoms as The three- and four-atom relay tensors can be obtained by the

scheme devised by SundbéfgThe four-atom relay tensor is

N .
) defined as
tot __ —ext (2) ind
= ER T Ty @) ,
= W Puy
@ . . . “% ikl oafyo — 5 ESgEeXtapext (12)
whereT i gy 1S the so-called interaction tensor given as 895Ky 05 s
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which is obtained by differentiating eq 2. As demonstrated in
Appendix A, the four-atom relay tensor for a system of
spherically symmetric particles may be written as

N
2 2 2
@ I(Jk? ofyd zym l;wé([ ml&o* (/) Enl)wy En])/,tﬁ(/ §Tli),/10. (13)
where % i aﬁ is defined as
2
8 ap = Oy0as +;T ety 4 G (14)

Because the electronic charge distribution is smeared out, the
electric field at a nucleus will be damped by the charge
distribution8-82 The damping may be modeled by modifying
the distanceR; to obtain a scaled distanc,®®

§ =yR = f(Rij)

wherev; is a scaling factor anf(R;) is an appropriately chosen
function of R;. Furthermore, if each component Bf also is
scaled byy;, the reduced distance becomes

S = «/Sj,aSj,u = Uij«/Rj,uRij,a = Ry

consistent with the definition in eq 15. The damped interaction
can thus be obtained by modifying the interaction tensors only,

.

ij,00...00
which is equivalent to replacing; by Sj andRj« by Sj« in

the regular formulas for the interaction tensor. The form of the
scaling function employed hereffs

(15)

(16)

17)

24 T 18
R; 2a, (18)
whereg; is given bya; = ©;®j/(P; + @;) andd; is the damping
parameter for atorn This particular form of the scaling function
was obtained by approximating the interaction between two
Gaussian charge distributions on atoinandj with exponents
®; and ®;.

f(R) =

Ill. Quantum Chemical Calculations
To obtain highly accurate values ¢f it is necessary to

Jensen et al.

In the present work, the SCF calculations of theensor have
been restricted to the components contributing to the average

Vs

1
V="") Yaopp T Vapap T Vappa (19)
154

and we have carried out SCF calculations for 72 moleéles
adopting standard bond lengths and angles taken from refs 100
and 101. Geometries of molecules not included in the training
set, i.e., urea, linear chains of urea molecules, aggdaée all
taken from ref 69. We will in this work use atomic units (au)
for v but the conversion factor to cgs units is 1aub.03670

x 10740 esu. The molecular geometries are available from ref
69 and the quantum chemical molecujaare made available
as Supporting Informations.

IV. Optimization Procedure

The parameters describinghave been optimized by mini-
mizing the root-mean-square, rms, of the difference between
the components of the SCF tenspflﬁyé » and the IM tensor,

Z (Y(xﬂyé n
n= 7,0
rms=

whereN is the number of molecules in the training set. It should
be noted that in the second sum in eq 20, only components
have been included which contribute oin eq 19, implying
that the sum includes in total 21 terms per molecule.

yuﬂy() n’ as

SCF
~ Yopys, n)

(20)

V. Results

A. Optimization of the Training Set. We have performed
in all two types of optimizations: The parameters in the first
optimization (A) have been obtained by optimizing the atomic
vp, Keeping the atomic polarizabilitiesy,, and damping
parametersd,, constant. In the second optimization (B), also
the @, parameters were optimized. A third optimization was
tried in which all parameters, i.eqp, ®p, and y, were
optimized. This gave only a small improvement in the results
compared with the second optimization, although one extra
parameter was included for each element. For this reason this
optimization was not considered in more detail. The values of

consider both electron correlation and large basis sets with manyo,, used in (A) and (B) andP, used in (A) are taken from a

diffuse functiong’~91 Because the aim of this work has been
to investigate a dipole interaction model for the quantum

previous stud$? where the parameters were optimized to
describe the molecular polarizability for 187 molecules in a

chemical computations have been invoked at the SCF level usingsimilar fashion. The 72 molecules of the present study were

the Dalton program packadéas described in refs 93 and 94.
The polarization basis set by Sadfeis used because it has

among these 187 molecules. The optimized parameters describ-
ing the moleculary are presented in Table 1 and the results

been shown previously that it gives reasonable results for from (A) and (B) displayed in Figures 1 and 2, respectively,

(hyper)polarizabilities considering its limited s¥2é1.96-98 and
further is consistent with our previous work on the molecular
polarizability$® Obviously, the choice of method will affect the

where the SCF components have been plotted against the
corresponding IM tensor components.
A reasonable description of the molecujais obtained by

results and in particular the ratio between tensor components.procedure (A) by using only one additional parameter per

For example, the out-of-plane component,,; for benzene is,
unrealistically, larger than the in-plane componeffyxx

element,y, (see Table 1). However, large deviations are found
for the aromatic molecules in thecomponents perpendicular

obtained with the Sadlej basis set at the SCF level. This is dueto the ring. These components have been singled out in Figure
to the fact that the basis set is tailored to describe the dipole 1. The ratios between the diagonal components in the plane

moment and polarizability by including the first-order polarized
functions, whereas a highly accurate descriptionyoflso
requires second-order polarized functi§hg®

(yxxx = yip) and perpendicular to the plang ;= yn) in the
IM are determined by the interactions between the atoms. At
small distances the interatomic interactions, and therefore also
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TABLE 1: Atomic Parameters Fitted to Model the Static Second Hyperpolarizability (in au)

(A)

atom o @p* Vo o @y Vp
H 1.280 0.358 350.309 1.280 0.0909 -211.0525
C 8.465 0.124 233.335 8.465 0.0211 2194.3233
N 6.169 0.269 111.169 6.169 0.0499 888.8899
o 3.754 4.103 -80.050 3.754 14.4795 -233.4550
F 1.907 1.468 -49.390 1.907 2.0271 -1666.8621
Cl 13.081 0.453 732.170 13.081 0.2921 820.2538
rms? 8971.54 4434.98
mean abs dev ifi® (%) 18.57 12.70
mean abs deV iflysys (%) 38.15 21.44
2 Parameters taken from ref 69 (not optimizetptimized error® ¥ = Y153 a8 Yoaps T Vapap T Vappa-
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IM 2nd hyperpolarizability (au)

Figure 1. Comparison between the second hyperpolarizability tensor
components obtained with the IM and with the SCF/Sadlej method.
IM results obtained with parameters from (A) (only is optimized).

(») indicates aliphatic molecules, and-,( x), aromatic molecules,
respectively. For the aromatic molecules tensor components with an
axis perpendicular to the ring are displayed witk) (and other
components with-{).

the ratioyip/yn, is determined to a large extent by the damping.
In the limit of infinitely large damping, i.e., infinitely smadb,,
parameters, the model becomes additive andytheand yg

IM 2nd Hyperpolarizability (au)

Figure 2. Comparison between the second hyperpolarizability tensor
components obtained with the IM and with the SCF/Sadlej method.
IM results obtained with parameters from (B) @nd®, are optimized).

(») indicates aliphatic molecules, andt), aromatic molecules,
respectively.

F, are much smaller than the parameters used in (A). The reason
that parameters for O and F still are large is that the damping

term, 14;, can be written as & = 1/®; + 1/®;, and therefore

is dominated by the smallest parameters. The contribution to

the damping from®g and @ are thus small and accordingly

components are identical. If the SCF/Sadlej results for benzeneiage parameters are not well determined in the optimization.

are considered, the ratjgy/y is nearly unity whereas the ratio
between the polarizability components;p/an, is about 2.
Therefore, to predicpy for aromatic compounds, the damping
of the interactions has to be modified as compared to a
description for polarizability only. The limitations pertinent to
the IM for describing the polarizability of-conjugated systems
correctly have been discussed elsewHgBras also the impor-
tance of damping in predicting the polarizability component
perpendicular to the ringf:1°30n the other hand, in a theoretical

Because optimization procedure (A) and (B) utilize identical
0, (previously optimized to reproduce molecular SCF polariz-
abilities9), the stronger damping enforced by procedure (B)
implies that the moleculax andy cannot both be well described
using the parameters of optimization (B). Furthermore, for this
reason it is not possible to obtain a good description of both
the molecular andy by, e.g., optimizing all the parameters.
The molecula. derived from IM parameters of optimization
(B) become almost nearly isotropic due to exaggerated damping

study of benzene including electron correlation and a larger basis(in terms of describing polarizabilities). Using the benzene

set, it is found thatip is around 40% larger thayi.8

To improve the description of; for the aromatic molecules,
a second optimization (B) was carried out where algowas
included in the optimization. From the results in Table 1 and
Figure 2, itis clear that a substantial improvement in reproducing

molecule as an example, the ratig/aq is 1.1 calculated with
the IM and 1.8 with the SCF/Sadlej method. However, the mean
polarizability predicted with the IM is still within 15% of the
SCF/Sadlej results.

Optimization procedure (B) also implies large changes for

the SCF/Sadlej results is obtained. The rms is reduced by a factothe yp parameters, and in general, they become larger. Because

of 2 and also the mean absolute deviation ingttomponents

is reduced by nearly a factor of 2. In addition, and foremost,
from Figure 2 it is seen that the description pf for the
aromatic molecules is improved considerably. As a consequence

the interatomic interactions are more strongly damped in (B),
larger y, parameters are necessary to describe the same
moleculary. If the y, values from (B) are compared with the
results obtained from an additive model fgf* good agreement

the values of the atomic parameters have also changed considetis found with respect to both the sign and magnitude of the
ably. As expected, the damping parameters, except for O andparameters. This again reflects the stronger damping obtained
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TABLE 2: Static Second Hyperpolarizability of Urea additive model with increasing chain length, whereas, perpen-
(in au)® dicular to the chainy decreases as expected from an additive
IM SCF/Sadlej MNDO? PM3? model. The largest deviation from additivity is found for the

Voo 3537 .84 4447 95 16956 .47 2960.25 component parallel to the chain, and it is around 35%.jFor
Yywyy 2022.62 4095.59 7317.23 —89.80 the deviation is only about 3%. The results for the urea chains
V2222 2424.22 3380.39 41.69 11.23 are in agreement with ab initio results found elsewhere for the
Vxxyy 18?8-2;3 %ggg-gﬁ 5\%2;3-5771 133;158810 urea dimer and trime¥®® however, a larger deviation from
;;;Z 699,92 1582 75 11225 205 26 additivity was observed in that s_tudy.
7 2967.15 4296.04 7095.93 1194.68 Results for o are presented in Table 4 and are compared

with semiempirical and quantum-chemical calculationg.oh
but in the plane, and axis perpendicular to the molecular plane. For comparison \.Nlth experiment Sgdlfflcu't due to large dlff_eren(_:es
the IM calculation, parameters fronB) were used? Taken from ref in the experimental fQSU"&_f” but also because we in this
104. work have neglected vibrational, dispersion, and solvent effects.
We find good agreement between the IM results and the
for the parameters in (B). In addition, in contrast to (A), the quantum chemical results. The IM value of 132 044 au is 16%
magnitude OfVH is smaller than)/c, which is to be expected Iarger than the SCF result of 113 765'%and 7% Iarger than
from the small number of electrons in H. the DFT result of 124 000 a49? respectively. The Semiempirical
The IM has previously been used to model the experimental 'esult$**1%1are in good agreement with each other but are
y of a set of 16 small haloalkan&sput this work differs in ~ about 50% smaller than the SCF result.
several ways, and a detailed comparison will not be sought. In
terms of comparison with experimental data the IM is subject VI. Conclusion
to the same limitations as the ab initio methods from which the ) ] ] )
parameters are derived; i.e., standard SCF derivationsdof In this work, we have investigated and parametrized a model

not include vibrational contributions and various solvent-induced for the moleculary tensor of aliphatic and aromatic molecules
effects. Also, the present study addresges the static limit based on a dipole interaction model. The model consists of three

only, and a proper comparison with experiment will require the Parameters for each eIement: an atomic polarizabili'ty., an atomic
dispersion to be evaluated as well. In a previous study,of ~ S&cond hyperpolarizability, and a paramedey, describing the

the IM was extended to include the frequency dependéhce, damping of the interatomic interactions. By utilizing atomic
and a similar approach for may be adopted. polarizabilities and damping parameters obtained in a previous
B. Test on Molecules Not in the Training SetAs a test of study of the molecular polarizability, we demonstrated that
the model, we have also performed calculations for some IS modeled reasonably well with only one extra parameter per
molecules that were not included in the training set, i.e. urea, €lément. However, for the aromatic molecules the components

linear chains of urea molecules, and the fullerege The reason ~ Perpendicular to the ring are underestimated as compared to
for choosing these molecules is the large body of studies usingth® SCF calculations. This was corrected by additionally
both semiempirical and first-principle methods thus allowing ©Ptimizing the damping parameters. Preliminary application of
for comparisons on equal levels of theory. For the urea chains the model to urea, linear chains of urea molecules, agdic
there has only been an ab initio study of the dimer and triffer. ~ 9eneral shows good agreement with SCF results and clearly
The larger chains have been included to illustrate the effects of llustrates the usefulness of the interaction model to model
increasing the chain length. for large molecules and molecular aggregates.

The results for the urea molecule are presented in Table 2
and compared with ab initio and semiempirical results taken  Acknowledgment. L.J. gratefully acknowledges The Danish
from ref 104. They tensor components calculated with the IM  Research Training Council for financial support. K.O.S. is
are between 20 and 40% lower than the corresponding SCFindebted to @rsteeDTU, Electromagnetic Systems, DTU for
values yielding & that is 30% too low as compared with the providing computational resources. K.V.M. thanks Statens
SCF results. However, the general agreement between the IMNaturvidenskabelige Forskningsrad (SNF), Statens Teknisk-
and SCF methods are better than the agreement betweerVidenskabelige Forskningsréd (STVF), Danish Center for
semiempirical and SCF methods. For semiempirical methods, Scientific Computing and the EU-network: MOLPROP for
in particular, the components with an axis perpendicular to the Support.
plane are underestimated.

In Table 3,y for linear chains of urea molecules with an Supporting Information Available: Tables containing the
increasing number of molecules in the chain, along with its quantum chemical moleculgr tensor for the 72 molecules
deviation from molecular additivity are presented. We find that studied in this work. This material is available free of charge
y parallel to the chain increases more than expected from anvia the Internet at http://pubs.acs.org.

aY axis parallel to the €0 bond,X axis perpendicular to this bond

TABLE 3: Static Second Hyperpolarizability (in au) of Linear Urea Chains Calculated with the IM Using (B) Parameters?

NP 1 2 4 6 8 10
Proox 3537.84 6631.926.3) 12642.51¢10.7) 18602.53¢12.4) 24548.19¢13.3) 30487.78¢13.8)

Yywyy 2922.62 6618.94 (13.2) 14672.84 (25.5) 22965.15 (31.0) 31324.29 (34.0) 39709.98 (35.9)
Visza 2424.22 4578.6345.6) 8781.06¢9.4) 12952.30411.0) 17114.64411.8) 21273.21412.2)

Yoy 1096.38 2281.60 (4.1) 4712.26 (7.5) 7162.60 (8.9) 9618.31 (9.7) 12076.16 (10.1)
Yz 979.22 1843.23+5.9) 3525.13{10.0) 5193.71¢11.6) 6858.48{12.4) 8521.6613.0)

Vyyez 899.92 1880.89 (4.5) 3896.91 (8.3) 5930.62 (9.8) 7969.17 (10.7) 10009.65 (11.2)
y 2967.15 5968.19 (0.6) 12073.00 (1.7) 18218.76 (2.3) 24375.81 (2.7) 30537.18 (2.9)

a Percent deviation from additivity in parenthesésxis along the chair axis perpendicular to the chain but in the plane, Aiagtis perpendicular
to the molecular plan@.Number of urea molecules in chain.
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TABLE 4: Mean Static Second Hyperpolarizability for C
(in au)?2

Method y ref
IM 132044 This work
LDA 124000 109
SCF 113765 107
PM3 49834 111
SOS-VEH 49040 34
INDO 58967 110

a|M results calculated using (B) parameters.

Appendix A. Four-Atom Relay Tensor

The four-atom relay tensorg i(jﬂ,aﬁ,/é, is obtained from eq
12,

3 d
3 iy

PR r——— (A1)
9 Eexta Eexta E%t

4 _
B apys =

by differentiating the atomic induced dipole momeafy, in
eq 2,

d tot tot=tot=tot
/":na = aﬁEoﬂ + 6V| aﬂydEo E|0yE|oﬁ

(A2)

repeatedly with respect to the external flel‘ﬂﬁxt The straight-
forward approach is to adopt partial differentiation by noting
that the total electric fieldE, in eq 3,

Etot Eext z 3 (1/ J|n/;j ( A3)

=

may be differentiated with respect to the external field as

IE!
2 = 540, T 21*2) @ ® (A4)
Eext & 0B jkBy
which we in eq 14 denoted azé’,ka/ Furthermore,
Etot N
T@ 80 A5
BEEXta e ,; i, a/f Jkl Byd (AS)
which is denoted as3 ayer @nd
aSEtot N
T@ A A6
EextaElextaEext JZI uaﬁ ]klmﬂyée ( )

which is denoted as4\ Repeated differentiation yields

2ikim, oy de

Vl a).uv(ﬁ( /’ o

Ikuyyll £20) ( +

(]
9% ijkl,afyo —

tot—tot 4 tot 3
EVi,oul,quO =y [ |(]k% 2Byd + yi,oul/wEo (C] |(Jk)u,3y

iul Ol /15+

3 2 3 2
BD s BP+ BB (AT)

Because % i(ji?,/lﬂyé contains % Eﬁj)klyéﬁyé, eq A7 is recast in

J. Phys. Chem. A, Vol. 107, No. 13, 200&75

noniterative form as
2 (4) — @) (2 2 (2
@8 mikl,eiuy — Z(Vi,aﬁya-/)) il av(/’) ik,yu @] ij B | imoe T

2 3 =5 (2 3
(ﬁ 5 %A |(k|),y,m/ @8 l(k)ﬂ /)J ﬁl)ylv

B3,8 %)) (A8)

which apart from notation and definitions is equivalent to the
four-atom relay tensor given by Sundbéfg-or a system of
(hyper)polarizabilities the total fields%, vanishes when the
external field Eegt approaches zero, and thus the second term
in eq A8 vanishes and the final result for the four-atom relay

tensor becomes

@ ¢ (2) 2
%’mjklduv z%aﬁya(/"nov |kyu(’gljﬁ/1“glmae

‘J/I aﬁyaEtOt A 2)

im,ae

(A9)
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