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A dipole interaction model (IM) for calculating the molecular second hyperpolarizability,γ, of aliphatic and
aromatic molecules has been investigated. The model has been parametrized from quantum chemical
calculations ofγ at the self-consistent field (SCF) level of theory for 72 molecules. The model consists of
three parameters for each element p: an atomic polarizability, an atomic second hyperpolarizability, and an
atomic parameter,Φp, describing the width of the atomic charge distribution. TheΦp parameters are used for
modeling the damping of the interatomic interactions. Parameters for elements H, C, N, O, F, and Cl were
determined, and typical differences between the molecularγ derived from quantum chemical calculations
and from the IM are below 30% and on average around 10%. As a preliminary test, the dipole interaction
model was applied to the following molecular systems not included in the training set: the urea molecule,
linear chains of urea molecules, and C60. For these molecules deviations of the IM result for the molecular
γ from the corresponding SCF value were at most around 30% for the individual components, which in all
cases is a better performance than obtained with semiempirical methods.

I. Introduction

The current development of carbon-based functional materials
holding a potential for future applications in electronics and
photonics has sparked a revolution in materials science.1,2 An
important prospect is the utilization of the intensity dependence
of the refractive index in all-optical switching devices, an
essential element in future information processing technology.1

Because the intensity dependence of the refractive index is
governed by the third-order nonlinearity, materials with a large
third-order optical susceptibility,ø(3) (where the molecular
second hyperpolarizability,γ, is the corresponding microscopic
property), are suitable candidates for optical switching compo-
nents.1,3,4 These new materials are intended to be designed on
a molecular scale and thus a detailed understanding of their
electronic structure is indispensable. Therefore, it has been
conjectured that applied quantum chemistry will play a central
role in the development of such new nonlinear optical (NLO)
materials.5,6 Accordingly, γ has been investigated extensively
both theoretically and experimentally for a variety of molecular
systems including conjugated polymers,7-22 near-infrared
dyes,23-25 fullerenes,26-35 and nanotubes.36,37

Sophisticated quantum chemical methods can be applied only
on rather small molecules, even though considerable effort has
been devoted to calculate NLO properties at the SCF level for
relatively large molecules such as fullerenes.38 In addition,
methods based on density-functional theory (DFT) are subject
to problems in the calculation of molecular (hyper)polarizabili-
ties, although some recent advances have been presented.39,40

Hence, to a large extent modeling optical properties for large
molecules and molecular clusters is restricted to less sophisti-
cated methods. An example is the empirical Su-Schrieffer-

Heeger model,41,42 which has been applied to describeγ of
conjugated polymers,43 fullerenes,44 and carbon nanotubes.45-49

It is of fundamental importance to seek suitable representa-
tions of the molecular electronic structure. A successful
representation of a molecular response property, in terms of,
for example, atomic parameters, provides an understanding of
its behavior in addition to an often computationally attractive
scheme for extrapolation to large systems. An example is the
derivation of intermolecular potentials from molecular wave
functions, which can be used for molecular dynamics simula-
tions of liquids and solutions.50

Considering the isotropic part of the molecular polarizability,
it has been known for a long time that to a good degree it can
be described by an additive scheme, i.e., a summation of
transferable atom- or bond-type parameters.51,52Also, recently,
an additive scheme has been used for modeling the static
polarizability tensor of organic molecules53,54 and for the
frequency-dependent polarizability tensor of halogen derivatives
of benzene.55 To model the anisotropy of the polarizability tensor
within an additive scheme, however, also the atomic contribu-
tions have to be tensors, rendering the model less attractive due
to the increased number of parameters thus introduced.

An alternative model, introduced by Silberstein56 and to a
large extent developed by Applequist and co-workers,57,58is the
so-called dipole interaction model (IM). In this approach, a set
of atomic polarizabilities,R, interact with each other according
to classical electrostatics in the limit of a vanishing external
electrical field. If the molecularR is modeled by a set of
isotropic atomic polarizabilities, the anisotropy of the molecular
R is introduced by the interatomic interactions. Consequently,
the isotropic part of the molecularR to a large degree can be
modeled by an additive model for atomic polarizabilities
whereas its anisotropy is determined entirely by the geometrical
arrangement of the atoms. Similarly, because the atomic first
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hyperpolarizability,â, is zero for almost all atoms, also the
molecularâ is entirely determined by the interatomic interac-
tions.59 In fact, the leading term in the IM forâ arises from
atomic dipole-quadrupole hyperpolarizabilities.60 Considering
the molecularγ, the componentsγRRRR andγRRââ (R, â ) x, y,
or z) are nonzero for atoms,59 and consequently, these compo-
nents may to a large degree be modeled by an additive model.61

To model the molecularâ is thus in principle as difficult as
calculating the anisotropies ofR andγ.

Dipole interaction models have been used extensively, in
particular to model the polarizability.62-66 In addition, we have
recently studied the polarizability of carbon nanotubes,67 boron
nitride nanotubes,68 and fullerene clusters.69 Examples of other
molecular properties studied by the IM include optical rota-
tion,70,71 Raman scattering,72,73 absorption,74,75 circular dichro-
ism,76,77 and hyperpolarizabilities.60,78,79 Generalized dipole
interaction models for electronic polarization have also been
discussed.58,80

From a computational point of view the IM is very attractive
because computational times are many orders of magnitude
smaller than the corresponding quantum chemical methods. The
approximations posed by the IM are at the same level as in
accurate force field calculations used to derive intermolecular
interaction energies, even though interactions within a molecule
are considered here.

An important extension of the IM for the molecular polar-
izability is the inclusion of a damping term for the interatomic
interactions.81,82 In particular, the Thole model has been
investigated in detail,83,84 and recently a new model for the
damping was investigated that improved the IM considerably.69

In the present work, we extend this approach to an IM for the
molecularγ and present some initial applications.

II. Theory

The molecular response to an external electric field,Eâ
ext,

may be written in terms of an induced molecular dipole moment,
µR

ind, as59,85

whereRRâ is the molecular polarizability,âRâγ is the molecular
first hyperpolarizability, andγRâγδ is the molecular second
hyperpolarizability with (R, â, γ, δ) designating Cartesian
coordinates. In eq 1 and elsewhere in this paper, the Einstein
summation convention for repeated indices is employed. For a
set ofN atom-like interacting particles, we may write the induced
atomic dipole moment,µi,R

ind as

where Ri,Râ is the polarizability andγi,Râγδ is the second
hyperpolarizability of atomi. The total electric field at atomi,
Ei,â

tot, is given by the external field and the electric fields from
all other atoms as

whereT ij ,âγ
(2) is the so-called interaction tensor given as

Rij ,â is a component of the distance vector andRij is the distance
between atomsi andj. We have not included an atomicâ in eq
2 becauseâ is zero for spherically symmetric particles.
Similarly, the same symmetry properties are assumed for the
atomicR,

and the atomicγ,59

whereδRâ is the usual Kroenecker delta function.
Alternatively, if the electric field at each atom is regarded as

an independent variable, the atomic induced dipole moment may
be expanded in terms of relay tensors in a Taylor expansion
as86

where then-atom relay tensorB i1i2...in,R1R2...Rn

(n) is defined as

in the limit of vanishing external fields. The molecular induced
dipole moment,µR

ind, is simply the sum of the atomic induced
dipole moments in eq 7, and if it is furthermore assumed that
the external field is homogeneous, i.e.,Ej,â

ext ) Eâ
ext for all j, we

have

By comparison of eqs 1 and 9, the molecular (hyper)-
polarizabilities may be identified. The two-atom relay tensor,
B ij ,Râ

(2) , may be obtained from the regular approach for a dipole
interaction model for the molecular polarizability as

which in supermatrix notation is cast into57,82

The three- and four-atom relay tensors can be obtained by the
scheme devised by Sundberg.86 The four-atom relay tensor is
defined as

µR
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ext + 1
2
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which is obtained by differentiating eq 2. As demonstrated in
Appendix A, the four-atom relay tensor for a system of
spherically symmetric particles may be written as

whereB̃ ij ,Râ
(2) is defined as

Because the electronic charge distribution is smeared out, the
electric field at a nucleus will be damped by the charge
distribution.81,82 The damping may be modeled by modifying
the distanceRij to obtain a scaled distanceSij,69

whereVij is a scaling factor andf(Rij) is an appropriately chosen
function of Rij. Furthermore, if each component ofRij also is
scaled byVij, the reduced distance becomes

consistent with the definition in eq 15. The damped interaction
can thus be obtained by modifying the interaction tensors only,

which is equivalent to replacingRij by Sij andRij ,R by Sij ,R in
the regular formulas for the interaction tensor. The form of the
scaling function employed here is69

whereaij is given byaij ) ΦiΦj/(Φi + Φj) andΦi is the damping
parameter for atomi. This particular form of the scaling function
was obtained by approximating the interaction between two
Gaussian charge distributions on atomsi and j with exponents
Φi andΦj.

III. Quantum Chemical Calculations

To obtain highly accurate values ofγ, it is necessary to
consider both electron correlation and large basis sets with many
diffuse functions.87-91 Because the aim of this work has been
to investigate a dipole interaction model forγ, the quantum
chemical computations have been invoked at the SCF level using
the Dalton program package,92 as described in refs 93 and 94.
The polarization basis set by Sadlej95 is used because it has
been shown previously that it gives reasonable results for
(hyper)polarizabilities considering its limited size55,91,96-98 and
further is consistent with our previous work on the molecular
polarizability.69 Obviously, the choice of method will affect the
results and in particular the ratio between tensor components.
For example, the out-of-plane component,γzzzz, for benzene is,
unrealistically, larger than the in-plane component,γxxxx,
obtained with the Sadlej basis set at the SCF level. This is due
to the fact that the basis set is tailored to describe the dipole
moment and polarizability by including the first-order polarized
functions, whereas a highly accurate description ofγ also
requires second-order polarized functions.91,96

In the present work, the SCF calculations of theγ tensor have
been restricted to the components contributing to the average
γ,

and we have carried out SCF calculations for 72 molecules99

adopting standard bond lengths and angles taken from refs 100
and 101. Geometries of molecules not included in the training
set, i.e., urea, linear chains of urea molecules, and C60 are all
taken from ref 69. We will in this work use atomic units (au)
for γ but the conversion factor to cgs units is 1 au) 5.03670
× 10-40 esu. The molecular geometries are available from ref
69 and the quantum chemical molecularγ are made available
as Supporting Informations.

IV. Optimization Procedure

The parameters describingγ have been optimized by mini-
mizing the root-mean-square, rms, of the difference between
the components of the SCF tensor,γRâγδ,n

SCF , and the IM tensor,
γRâγδ,n

IM , as

whereN is the number of molecules in the training set. It should
be noted that in the second sum in eq 20, only components
have been included which contribute toγj in eq 19, implying
that the sum includes in total 21 terms per molecule.

V. Results

A. Optimization of the Training Set. We have performed
in all two types of optimizations: The parameters in the first
optimization (A) have been obtained by optimizing the atomic
γp, keeping the atomic polarizabilities,Rp, and damping
parameters,Φp, constant. In the second optimization (B), also
the Φp parameters were optimized. A third optimization was
tried in which all parameters, i.e.,Rp, Φp, and γp, were
optimized. This gave only a small improvement in the results
compared with the second optimization, although one extra
parameter was included for each element. For this reason this
optimization was not considered in more detail. The values of
Rp used in (A) and (B) andΦp used in (A) are taken from a
previous study69 where the parameters were optimized to
describe the molecular polarizability for 187 molecules in a
similar fashion. The 72 molecules of the present study were
among these 187 molecules. The optimized parameters describ-
ing the molecularγ are presented in Table 1 and the results
from (A) and (B) displayed in Figures 1 and 2, respectively,
where the SCF components have been plotted against the
corresponding IM tensor components.

A reasonable description of the molecularγ is obtained by
procedure (A) by using only one additional parameter per
element,γp (see Table 1). However, large deviations are found
for the aromatic molecules in theγ components perpendicular
to the ring. These components have been singled out in Figure
1. The ratios between the diagonal components in the plane
(γxxxx ) γip) and perpendicular to the plane (γzzzz) γ⊥) in the
IM are determined by the interactions between the atoms. At
small distances the interatomic interactions, and therefore also
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the ratioγip/γ⊥, is determined to a large extent by the damping.
In the limit of infinitely large damping, i.e., infinitely smallΦp

parameters, the model becomes additive and theγip and γ⊥
components are identical. If the SCF/Sadlej results for benzene
are considered, the ratioγip/γ⊥ is nearly unity whereas the ratio
between the polarizability components,Rip/R⊥, is about 2.
Therefore, to predictγ⊥ for aromatic compounds, the damping
of the interactions has to be modified as compared to a
description for polarizability only. The limitations pertinent to
the IM for describing the polarizability ofπ-conjugated systems
correctly have been discussed elsewhere102 as also the impor-
tance of damping in predicting the polarizability component
perpendicular to the ring.69,103On the other hand, in a theoretical
study of benzene including electron correlation and a larger basis
set, it is found thatγip is around 40% larger thanγ⊥.89

To improve the description ofγ⊥ for the aromatic molecules,
a second optimization (B) was carried out where alsoΦp was
included in the optimization. From the results in Table 1 and
Figure 2, it is clear that a substantial improvement in reproducing
the SCF/Sadlej results is obtained. The rms is reduced by a factor
of 2 and also the mean absolute deviation in theγ components
is reduced by nearly a factor of 2. In addition, and foremost,
from Figure 2 it is seen that the description ofγ⊥ for the
aromatic molecules is improved considerably. As a consequence,
the values of the atomic parameters have also changed consider-
ably. As expected, the damping parameters, except for O and

F, are much smaller than the parameters used in (A). The reason
that parameters for O and F still are large is that the damping
term, 1/aij, can be written as 1/aij ) 1/Φi + 1/Φj, and therefore
is dominated by the smallest parameters. The contribution to
the damping fromΦF andΦO are thus small and accordingly
these parameters are not well determined in the optimization.

Because optimization procedure (A) and (B) utilize identical
Rp (previously optimized to reproduce molecular SCF polariz-
abilities69), the stronger damping enforced by procedure (B)
implies that the molecularR andγ cannot both be well described
using the parameters of optimization (B). Furthermore, for this
reason it is not possible to obtain a good description of both
the molecularR andγ by, e.g., optimizing all the parameters.
The molecularR derived from IM parameters of optimization
(B) become almost nearly isotropic due to exaggerated damping
(in terms of describing polarizabilities). Using the benzene
molecule as an example, the ratioRip/R⊥ is 1.1 calculated with
the IM and 1.8 with the SCF/Sadlej method. However, the mean
polarizability predicted with the IM is still within 15% of the
SCF/Sadlej results.

Optimization procedure (B) also implies large changes for
theγp parameters, and in general, they become larger. Because
the interatomic interactions are more strongly damped in (B),
larger γp parameters are necessary to describe the same
molecularγ. If the γp values from (B) are compared with the
results obtained from an additive model forγj,61 good agreement
is found with respect to both the sign and magnitude of the
parameters. This again reflects the stronger damping obtained

TABLE 1: Atomic Parameters Fitted to Model the Static Second Hyperpolarizability (in au)

(A) (B)

atom Rp
a Φp

a γp Rp
a Φp γp

H 1.280 0.358 350.309 1.280 0.0909 -211.0525
C 8.465 0.124 233.335 8.465 0.0211 2194.3233
N 6.169 0.269 111.169 6.169 0.0499 888.8899
O 3.754 4.103 -80.050 3.754 14.4795 -233.4550
F 1.907 1.468 -49.390 1.907 2.0271 -1666.8621
Cl 13.081 0.453 732.170 13.081 0.2921 820.2538

rmsb 8971.54 4434.98
mean abs dev inγjc (%) 18.57 12.70

mean abs dev inγRâγδ (%) 38.15 21.44

a Parameters taken from ref 69 (not optimized).b Optimized error.c γj ) 1/15∑Râ γRRââ + γRâRâ + γRââR.

Figure 1. Comparison between the second hyperpolarizability tensor
components obtained with the IM and with the SCF/Sadlej method.
IM results obtained with parameters from (A) (onlyγp is optimized).
(4) indicates aliphatic molecules, and (+, ×), aromatic molecules,
respectively. For the aromatic molecules tensor components with an
axis perpendicular to the ring are displayed with (×) and other
components with (+).

Figure 2. Comparison between the second hyperpolarizability tensor
components obtained with the IM and with the SCF/Sadlej method.
IM results obtained with parameters from (B) (γp andΦp are optimized).
(4) indicates aliphatic molecules, and (+), aromatic molecules,
respectively.
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for the parameters in (B). In addition, in contrast to (A), the
magnitude ofγH is smaller thanγC, which is to be expected
from the small number of electrons in H.

The IM has previously been used to model the experimental
γj of a set of 16 small haloalkanes,79 but this work differs in
several ways, and a detailed comparison will not be sought. In
terms of comparison with experimental data the IM is subject
to the same limitations as the ab initio methods from which the
parameters are derived; i.e., standard SCF derivations ofγ do
not include vibrational contributions and various solvent-induced
effects. Also, the present study addressesγ in the static limit
only, and a proper comparison with experiment will require the
dispersion to be evaluated as well. In a previous study ofR,
the IM was extended to include the frequency dependence,84

and a similar approach forγ may be adopted.
B. Test on Molecules Not in the Training Set.As a test of

the model, we have also performed calculations for some
molecules that were not included in the training set, i.e. urea,
linear chains of urea molecules, and the fullerene C60. The reason
for choosing these molecules is the large body of studies using
both semiempirical and first-principle methods thus allowing
for comparisons on equal levels of theory. For the urea chains
there has only been an ab initio study of the dimer and trimer.105

The larger chains have been included to illustrate the effects of
increasing the chain length.

The results for the urea molecule are presented in Table 2
and compared with ab initio and semiempirical results taken
from ref 104. Theγ tensor components calculated with the IM
are between 20 and 40% lower than the corresponding SCF
values yielding aγj that is 30% too low as compared with the
SCF results. However, the general agreement between the IM
and SCF methods are better than the agreement between
semiempirical and SCF methods. For semiempirical methods,
in particular, the components with an axis perpendicular to the
plane are underestimated.

In Table 3,γ for linear chains of urea molecules with an
increasing number of molecules in the chain, along with its
deviation from molecular additivity are presented. We find that
γ parallel to the chain increases more than expected from an

additive model with increasing chain length, whereas, perpen-
dicular to the chain,γ decreases as expected from an additive
model. The largest deviation from additivity is found for the
component parallel to the chain, and it is around 35%. Forγj,
the deviation is only about 3%. The results for the urea chains
are in agreement with ab initio results found elsewhere for the
urea dimer and trimer;105 however, a larger deviation from
additivity was observed in that study.

Results for C60 are presented in Table 4 and are compared
with semiempirical and quantum-chemical calculations ofγ. A
comparison with experiment is difficult due to large differences
in the experimental results106-108 but also because we in this
work have neglected vibrational, dispersion, and solvent effects.
We find good agreement between the IM results and the
quantum chemical results. The IM value of 132 044 au is 16%
larger than the SCF result of 113 765 au107 and 7% larger than
the DFT result of 124 000 au,109 respectively. The semiempirical
results34,110,111are in good agreement with each other but are
about 50% smaller than the SCF result.

VI. Conclusion

In this work, we have investigated and parametrized a model
for the molecularγ tensor of aliphatic and aromatic molecules
based on a dipole interaction model. The model consists of three
parameters for each element: an atomic polarizability, an atomic
second hyperpolarizability, and a parameter,Φp, describing the
damping of the interatomic interactions. By utilizing atomic
polarizabilities and damping parameters obtained in a previous
study of the molecular polarizability, we demonstrated thatγ
is modeled reasonably well with only one extra parameter per
element. However, for the aromatic molecules the components
perpendicular to the ring are underestimated as compared to
the SCF calculations. This was corrected by additionally
optimizing the damping parameters. Preliminary application of
the model to urea, linear chains of urea molecules, and C60, in
general shows good agreement with SCF results and clearly
illustrates the usefulness of the interaction model to modelγ
for large molecules and molecular aggregates.
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TABLE 2: Static Second Hyperpolarizability of Urea
(in au)a

IM SCF/Sadleja MNDOa PM3a

γxxxx 3537.84 4447.95 16956.47 2960.25
γyyyy 2922.62 4095.59 7317.23 -89.80
γzzzz 2424.22 3380.39 41.69 11.23
γxxyy 1096.38 1576.34 5126.71 1335.80
γxxzz 979.22 1622.84 341.57 4.81
γyyzz 899.92 1582.75 112.25 205.26
γj 2967.15 4296.04 7095.93 1194.68

a Y axis parallel to the C-O bond,X axis perpendicular to this bond
but in the plane, andZ axis perpendicular to the molecular plane. For
the IM calculation, parameters from (B) were used.a Taken from ref
104.

TABLE 3: Static Second Hyperpolarizability (in au) of Linear Urea Chains Calculated with the IM Using (B) Parametersa

Nb 1 2 4 6 8 10
γxxxx 3537.84 6631.92 (-6.3) 12642.51 (-10.7) 18602.53 (-12.4) 24548.19 (-13.3) 30487.78 (-13.8)
γyyyy 2922.62 6618.94 (13.2) 14672.84 (25.5) 22965.15 (31.0) 31324.29 (34.0) 39709.98 (35.9)
γzzzz 2424.22 4578.63 (-5.6) 8781.06 (-9.4) 12952.30 (-11.0) 17114.64 (-11.8) 21273.21 (-12.2)
γxxyy 1096.38 2281.60 (4.1) 4712.26 (7.5) 7162.60 (8.9) 9618.31 (9.7) 12076.16 (10.1)
γxxzz 979.22 1843.23 (-5.9) 3525.13 (-10.0) 5193.71 (-11.6) 6858.48 (-12.4) 8521.66 (-13.0)
γyyzz 899.92 1880.89 (4.5) 3896.91 (8.3) 5930.62 (9.8) 7969.17 (10.7) 10009.65 (11.2)
γj 2967.15 5968.19 (0.6) 12073.00 (1.7) 18218.76 (2.3) 24375.81 (2.7) 30537.18 (2.9)

a Percent deviation from additivity in parentheses.Yaxis along the chain,X axis perpendicular to the chain but in the plane, andZ axis perpendicular
to the molecular plane.b Number of urea molecules in chain.
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Appendix A. Four-Atom Relay Tensor

The four-atom relay tensor,B ijkl ,Râγδ
(4) , is obtained from eq

12,

by differentiating the atomic induced dipole moment,µi,R
ind, in

eq 2,

repeatedly with respect to the external field,Ei,R
ext. The straight-

forward approach is to adopt partial differentiation by noting
that the total electric field,Ei,R

tot in eq 3,

may be differentiated with respect to the external field as

which we in eq 14 denoted asB̃ ik,Rγ
(2) . Furthermore,

which is denoted asB̃ ikl,Rγδ
(3) , and

which is denoted asB̃iklm,Rγδε
(4) . Repeated differentiation yields

BecauseB̃ ijkl ,λâγδ
(4) contains B mjkl,εâγδ

(4) , eq A7 is recast in

noniterative form as

which apart from notation and definitions is equivalent to the
four-atom relay tensor given by Sundberg.86 For a system of
(hyper)polarizabilities the total field,Ei,â

tot, vanishes when the
external field,Ei,â

ext approaches zero, and thus the second term
in eq A8 vanishes and the final result for the four-atom relay
tensor becomes
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